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Abstract

In recent years, mobile devices have been ubiquitous, and mobile apps development has become a considerably popular field. In addition, mobile apps target various contexts and domains including critical ones. Because of this popularity, software testing techniques are important to ensure the high quality and robustness of mobile apps. One of the main challenges that face test engineers when approaching mobile app testing is the large fragmentation in screen sizes, underlying hardware, and operating system APIs. To overcome these issues, many mobile app vendors turned to cloud testing that provides the benefits of deploying and testing their apps on a large set of real mobile devices. Nowadays, the number of cloud testing frameworks for mobile apps is growing. However, little research that compares cloud testing frameworks is available. This research aims to conduct a systematic comparative study for the most popular mobile cloud testing frameworks to help practitioners choose between them. To achieve this goal of the research, we have selected the two most popular mobile cloud testing frameworks for Android (Perfecto and Xamarin). The comparison is based on the technical requirement, performance, and usability parameters. To achieve a good result, the same mobile app was used. The experiment conducted as part of this research revealed that Perfecto outperformed Xamarin in terms of performance and usability.
Cloud Testing Frameworks for Mobile Apps: A Comparative Study

الملخص

في السنوات الأخيرة، انتشرت الأجهزة المحمولة في كل مكان، وأصبح تطوير تطبيقات الأجهزة المحمولة مجالًا شائعاً إلى حد كبير. تستهدف تطبيقات الأجهزة المحمولة سياقات ومجالات مختلفة بما في ذلك السياقات والمجالات الهامة. نظرًا لهذه الأهمية، تعد تقنيات اختبار البرامج مهمة لضمان الجودة العالية والمتابعة لنطاقات الأجهزة المحمولة. اختبار البرمجيات يعتبر أحد الخطوات الرئيسية في تطوير البرمجيات، وهو عبارة عن عملية فحص للتأكد من متطلبات المستخدم والتحقق منها.

أحد التحديات الرئيسية التي تواجه مهندسي الاختبار عند الاقتراب من اختبار تطبيقات الأجهزة المحمولة هو التجزئة الكبيرة في أحجام الشاشة والأجهزة الأساسية، وواجهات برمجة تطبيقات نظام التشغيل. للتغلب على هذه المشكلات، تحول العديد من بائعي تطبيقات الأجهزة المحمولة إلى اختبار السحابة الذي يوفر فوائد نشر واختبار تطبيقاتهم على مجموعة كبيرة من الأجهزة المحمولة الحقيقية.

يتزايد عدد أطر اختبار السحابة لتطبيقات الأجهزة المحمولة. ولكن اختيار الأداة الأكثر ملاءمة لخدمة تطبيق الأجهزة المحمولة يعد عملية صعبة حيث لا يوجد دليل أو بحث تساعد المستخدم على تحديد الخيار الأفضل من بين الأدوات المتاحة.

يهدف هذا البحث إلى إجراء دراسة مقارنة منهجية لأطر اختبار السحابة المتقللة الأكثر شيوعًا لمساعدة الممارسين على الاختيار فيما بينها. لتحقيق هذا الهدف من الاقتراح، اخترنا في البداية أطر (Perfecto and Xamarin) Android. تعتمد المقارنة على معايير إعادة الطاقة الفنية والأداء وقابلية الاستخدام. لتحقيق نتيجة جيدة، تم استخدام نفس تطبيق الهاتف المحمول. كشفت التجربة التي أجريت كجزء من هذا البحث أن Perfecto أفضل وأسهل الاستخدام.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saas</td>
<td>Software as a Service</td>
</tr>
<tr>
<td>IaaS</td>
<td>Infrastructure as a Service</td>
</tr>
<tr>
<td>PaaS</td>
<td>Platform as a Service</td>
</tr>
<tr>
<td>TaaS</td>
<td>Testing as a Service</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>ADT</td>
<td>Application Development Trends</td>
</tr>
<tr>
<td>DDT</td>
<td>Data-Driven Testing</td>
</tr>
<tr>
<td>APK</td>
<td>Android Package Kit</td>
</tr>
<tr>
<td>SDK</td>
<td>Software Development Kit</td>
</tr>
<tr>
<td>MIaaS</td>
<td>Mobile Infrastructure-as- a service</td>
</tr>
<tr>
<td>CTP</td>
<td>Cloud Testing Platform</td>
</tr>
<tr>
<td>AM-TaaS</td>
<td>Automated Mobile Testing as a service</td>
</tr>
<tr>
<td>MTaaS</td>
<td>Mobile Testing as a Service</td>
</tr>
<tr>
<td>CSTS</td>
<td>Cloud Software Test data generation Service</td>
</tr>
</tbody>
</table>
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Chapter 1  Introduction

In this chapter, we will describe a general overview of mobile applications based on cloud testing. A brief introduction on cloud testing and the motivation for doing this research will be discussed at first. The research problem will then be summarized, thus creating a research gap. After that, the research questions will be identified and then the research outlines will be completed.

1.1 Introduction

Nowadays, smartphones are prevalent and play an important role in different modern life aspects. Mobile applications are evolving rapidly and many people are using them to manage their daily activities. In addition, mobile apps are integrated with different sectors such as m-banking and health, payments just to mention a few. Moreover, the different platforms of iPhone and Android make the developer face problems to provide an application that is suitable for all platforms. With high competition in the mobile apps marketplace, immense pressure is laid on mobile app developers to deliver high quality mobile user experience in a short time. Also, if a small error occurs, it may lead to poor review in users, so we need mobile application testing (Malini et al., 2014).

The aim of mobile application testing includes verification, validation, quality assurance, and reliability estimation. It is a major activity of any software quality assurance (Girardon et al., 2020). Mobile app testing follows two approaches: manual and automated. In real time projects, manual testing might not always be effective since it consumes a considerable amount of time, effort, and cost. On the other hand, automated testing can be very efficient when compared with manual testing. Automated testing is usually implemented by recording the interaction with the system into test cases to be tested under many configurations (Zein et al., 2015).
In mobile app development, developers and test engineers face the problem of large fragmentation in mobile platforms, hardware, and operating systems versions. Consequently, testing mobile apps on various devices is complex and needs more resources. In other words, when a mobile app runs on various mobile devices, it is needed to connect these mobile devices with that app to examine if it is working as well or not. This is where testing in the cloud comes in handy (Malini et al., 2014).

Cloud-based software services rely on the basic cloud infrastructure, which includes the operating system (OS), networking, storage capacity, and networking. Software services are expected to scale up and down based on user demand using the virtual infrastructure provided by cloud services. As an example, software services as a service (SaaS) are on-demand apps that follow a pay-as-you-go model. It is also supported by the provision of infrastructure as a service (IaaS) and platform as a service (PaaS). Finally, the number of cloud-based apps is rapidly increasing as a result of increased availability as well as the efficiency of cloud computing (Armbrust et al., 2010).

Cloud testing is a challenging activity for a software engineering project that is rapidly developing in software testing research (Hosseini et al., 2015). Testing mobile applications on the cloud offer the best advantages compared to traditional methods because resource required for mobile testing is available in the cloud such as hardware, software, and infrastructure; so many companies are moving to cloud service (Kaur et al., 2016)  Liviu Ciortea et al. introduce cloud9 which is the first parallel symbolic execution engine. It is also a cloud-based testing service that makes testing quick, inexpensive, and high-quality. They also created an initial cloud-based test experiment (Ciortea et al., 2011)

The most notable fact is that cloud testing makes use of cloud infrastructure for testing, but users are not required to be aware of the technology or infrastructure that is being used. When cloud testing is used, the time it takes to set up the environment is reduced, and services can be accessed from anywhere while utilizing existing resources (Temkar et al.,2015). The goals of cloud testing are to provide high-quality testing while avoiding data loss both outside and inside the data center (Mittal et al.,2017). Platform testing can be done in a variety of cloud models (private, public, hybrid, and community) ( Riungu et al., 2010).
Cloud testing frameworks are being used to facilitate mobile testing. The majority of cloud testing frameworks for mobile testing services are referred to as a "cloud of devices." In other words, it offers remote access to real-world devices in the cloud as well as device hosting. This service assists developers and test engineers in using remote smartphones (real devices) for automation testing on various platforms (IOS, Android), as well as manual testing and script recording (Fazzini et al., 20120). The benefits of cloud testing for mobile applications can be summarized as follows (Gao et al., 2011):

- The mobile app can be tested on various platforms (Android, IOS).
- Allow for a quick time to market due to the virtual test environment's quick availability.
- The test environment can be scaled up and down as needed.
- Testing can be done at an independent location, allowing us to test anywhere.
- A large number of smartphones (real devices) are ready for testing.
- Cloud tests can be run on multiple devices at the same time.

Nowadays, many frameworks are available on the cloud to test mobile applications by using real devices. Despite the fact that there are numerous studies that focus on presenting new approaches for these frameworks, to the best of our knowledge, there are few studies that investigate comparing these frameworks. Cloud testing service frameworks such as SauceLabs, SOASTA, Firebase7, Amazon Web Services AWS Device Farm6, TestDroid, Perfecto Mobile, and Xamarin have been proposed as alternatives frameworks to provide testing environments in recent studies. When compared to other frameworks, this can be more cost effective for testing and more effective at supporting a wider range of devices to be tested. Also, cloud testing is becoming a great topic of research that is being used in different software (Rojas et al., 2016).

According to the findings of cloud testing research, there is a lack of research that investigates comparing cloud testing frameworks based on the mobile application. In this research, two frameworks are researched and compared using various criteria to determine which one is the best.
1.2 Motivation

Cloud testing has recently become the most popular method of software development, with widespread success when compared to traditional methods. However, quality assurance and testing engineers face some challenges in cloud testing applications, such as building on-demand test environments and testing security and measurement in clouds. Furthermore, while many papers have been published discussing cloud architecture, models, and design, cloud testing is still a relatively new topic in software testing (Gao et al., 2011).

To test mobile apps, various frameworks are available on the cloud. Although many studies focus on listing those frameworks, few studies focus on comparing them. During our literature search, we discovered only one comparison study in the field of cloud testing frameworks based on mobile. Nachiyappan et al. (2016) present a comparative study that focuses solely on the benefits and drawbacks of some cloud testing frameworks. Our research, on the other hand, is comprehensive because it compares the two most popular mobile cloud testing frameworks based on identified comparison criteria. Also, it helps practitioners to choose the best frameworks in the cloud to test mobile apps.

Finally, I'm writing this research to learn more about cloud testing. In addition, to gain experience with testing on real-world devices. As a result, this motivates me to write a research on cloud testing and, possibly, work as a Quality Assurance Engineer in the future.

1.3 Research Problem

Selecting the cloud testing frameworks to test mobile apps is a critical decision that teams should take. Several studies have been performed in the cloud testing frameworks. However, these studies focused on explaining cloud testing frameworks. Based on the literature review there is no study
focused on comparing cloud testing frameworks except one study that focused on analyzing advantages and disadvantages for some cloud testing frameworks. Consequently, this research aims to make a comparison between the widest cloud testing frameworks based on the mobile application. In our research, we examined the details about selected frameworks and we chose an Android app. Because of Android’s widespread in the market.

1.4 Research Questions

- **RQ1**: How cloud testing frameworks for mobile apps are compared in terms of usability experience (ease of learning and retention rate)?
- **RQ2**: How cloud testing frameworks for mobile apps are compared in terms of technical requirements (test result report)?
- **RQ3**: How cloud testing frameworks for mobile apps are compared in terms of performance capabilities (execution speed of scripts)?
- **RQ4**: How cloud testing frameworks for mobile apps are compared in terms of fault detection?

1.5 Report Structure

The rest of this research was structured as follows:

- Chapter 1 describes an introduction to cloud testing, the motivation for the research, research problems, and research questions.
- Chapter 2 describes backgrounds and introduces all related concepts to provide reader with a suitable background.
- In chapter 3 presents a literature review and document prior works as set of groups.
- chapter 4 shows the research methodology in order to show the data collection and analyze it. Also, It provides a general idea about research experiments.
• Chapter 5 presents the evaluation of the experiment to explain how it is comprehensive and satisfies the research objective.

• Chapter 6 analyzes and discusses the results of the experiments. Furthermore, hypotheses were tested and threats to validity mitigated.

• Chapter 7 and 8 summarizes the findings and makes recommendations for future research.
Chapter 2 Background

This chapter provides an overview of cloud testing. It was set up as follows: Section 1.2 provides a high-level overview of the Android platform. The high fragmentation of Android devices is depicted in Section 2.2. Section 2.3 of the final section discusses cloud-based automated testing.

2.1 Android Platform

The number of mobile applications developed on the Android operating systems is growing due to the diversity of mobile platforms. Android is a mobile operating system that offers a set of features to support mobile applications. It is also an open-source mobile software environment that was developed and designed for mobile devices in 2007 by the Open Handset Alliance and is based on the Linux kernel (Grgurina et al., 2011). Java language codes are used to create Android mobile applications, and it allows developers to write their code in Java. It is a flexible OS environment to develop mobile apps as the developers aren't only using Android Java libraries but can use normal Java IDE (Holla et al., 2012).

The Android platform has two major advantages over other development platforms: it is free to download and use because it is open-source, and it is built in Java, the most popular programming language. As a result, it is a popular choice among smartphone manufacturers and has been used in a wide range of smartphone devices. Furthermore, because it is the primary target choice for scientific research, it has contributed to identifying the development and design issues of tools to assist developers (Ghanem et al., 2020).

As mentioned above, the Android applications are written in the Java language and then compiled into Android packages that are called (APK) Android Package Kit file by using (SDK) Android Software Development Kit tool that developed over Google. Also, SDK provides the testing
environment to allow developers to test applications. Moreover, when users install an app, the device will install the APK file (Moonsamy et al., 2014).

In Android, the Linux kernel interacts with the device hardware, while application APIs run after the kernel. Figure 1 depicts the Android platform architecture, which is divided into five layers: native libraries, Linux kernel, framework layer, Android Runtime, and top application. The Linux kernel includes models for security, networks, and memory management. Furthermore, some libraries, such as Webkit, SSL, and SQLite, provide system functionality (Lettner et al., 2011).

![Android Platform Architecture](image)

Figure 1 Android platform architecture (Lettner et al., 2011)

Each Android application contains a group of the components announced in a manifest file and always examines whether those components are on a manifest before running the application. The following components are (Yerima et al., 2013):
• Activities: Activities represents a graphical UI of an app such as a screen that the user interface in order to perform actions (take a photo, send emails)
• Services: Service is running in the background to perform the remote process.
• Broadcast receivers: It deals with application announcements such as screen off or low battery.
• Content providers: It enables modifying data that is stored in the file system, database, or other storage location.
• App permissions.

In our research, we selected the Android platform as our aim for various reasons. It has the largest market of mobile devices of 87% in 2019 (Motan et al., 2020), and also it is an open-source platform that helps researchers free to explore it. Finally, Android application testing is still an active area of research.

2.1 High Fragmentation of Android Devices

Over the past few years, a multitude of mobile devices and their apps have presented into markets. So, the increasing requirements have compelled the developers to rethink testing practices to build high quality apps at low costs. But, testing mobile apps isn't straightforward testing due to the multitude of devices and their fragmentation (Xavier et al., 2017).

Android is an open-source platform for mobile devices that contains an OS, key applications, and middleware. From that time up to now, it has enhanced either in terms of supported hardware or features and at the same time expanded to new types of devices that are different from original ones (Gandhewar and Sheikh, 2010). Recently, the Android platform achieves the largest market share when compared to other platforms because it is an open-source environment for developers and vendors.
They designed the Android to be compatible with a wide range of hardware to allow manufacturers free to process, design, or integrate ideal components of the Android device. The result has led to the development of powerful Android devices. Although compatibility is greeted in manufactures, consumers, and wireless providers, diversity leads to challenges for engineers (Hoog, 2011).

Android has a diversity of device configurations, each with different OS versions, screen sizes, and other software or hardware differences. The device manufacturer has the freedom to create a mobile device in any way so that it leads to diversity in hardware and software. Hardware diversities refer to differences in processing resource processes that operate in operating system versions such as tablets and smartphones that look physically different but run in Android (Halpern et al., 2015)

The Android device suffers from fragmentation as a critical problem among developers. The fragmentation can be device fragmentation or OS fragmentation, the classification of Android fragmentation can be shown in Figure 2. According to Mr. Dan Morrill, people understand Android fragmentation issues in different ways. Also, hence more than versions from Android operating systems which are inconsistent among different platforms which make this problem serious (Kamran et al., 2016).
OS fragmentation is caused by its various versions of a specific OS moreover, Android continuously updating or enhancing the OS makes the problem much harder. But according to new studies, operating system fragmentation can be reduced by reducing the oldest versions of operating systems (Park et al., 2013).

A major issue in fragmentation is device fragmentation which can be hardware or API fragmentation. Hardware fragmentation refers to a variety of Android based devices that have various hardware features such as screen size. However, between device-related challenges, a display resolution can be considered as the main problem. API fragmentation occurs because of the modification of API according to different strategies of various service providers (Park et al., 2013).

One unique challenge to develop Android applications is how to deal with the high fragmentation of Android devices. (Halpern et al.) proposed a capture and replay approach for testing and made a careful analysis of fragmentation caused by operating system version and hardware. To handle Android fragmentation (Park et al.) proposed two approaches at the code level and API level. But some existing cloud testing frameworks such as Perfecto, TestIn, Xamarin Test Cloud, and ApptHawk offer sufficient coverage of real device models which solve that problem (Lu et al., 2016).

To solve some fragmentation issues, perform as much testing with real devices as possible. However, due to limited resources and time, testing on every real device is impossible. As a result, using the cloud testing framework is the best solution (Lanui et al., 2019).

2.3 Automated testing in the cloud

Cloud testing can be defined as a software testing approach that is done using cloud computing which offers different benefits compared to traditional strategies. Cloud testing helps to test cloud applications or using the cloud to test applications such as mobile apps or web apps. According to
Nivedan Prakash (Gao et al., 2011), testing in the cloud seeks to simulate user traffic in the real world as stress or load testing websites. Also, Wikipedia [5] defines cloud testing as one of the forms of software testing that web applications search to simulate user traffic in the real world to stress testing and load testing websites.

Cloud-based automation testing can implement some testing activities that are complex in traditional testing, such as providing testing resources that are accessible from anywhere and also maintaining software so that testers do not have to spend a lot of money. As a result, automation cloud testing offers numerous benefits when testing with various software and can expedite the testing process because users do not need to set up the environment (Lanui et al., 2019).

Furthermore, the cloud-based automation testing methods can be summarized as shown in Figure 3:

- **Functional testing:** it is the process of examining all features and functions of a system, such as a system testing, integration testing, and user acceptance testing, in order to ensure and maintain the quality of the product (Nurul et al., 2019).
- **Non-functional testing:** it is done to ensure that the application satisfies the required requirements such as security and performance testing. Therefore, it is reflected in the quality of the product and has a great influence on the customer (Shrivastva et al., 2014).
- **Ability testing:** it is done to make sure that the user receives suitable service from a cloud environment when demand such as compatibility testing, disaster recovery testing, interoperability testing, and multi-tenancy testing (Nurul et al., 2019).
Cloud testing of mobile applications means that the resources such as hardware, software, and infrastructure are required for testing are available on the cloud. There are many companies that are moving to cloud testing (TaaS) to test mobile apps (Kaur & Kaur, 2016). TaaS is considered a popular scalable testing environment in cloud computing. Also, it uses cloud infrastructure based on the (pay-as-you-test) model to enhance resource sharing (Ya’u et al., 2019).

The TaaS environment is the most recommended environment by Inki et al. to perform and migrate testing on it because of the possibility of using the resources to execute tests. Besides, TaaS combines two ideas of doing fully automated testing in the cloud and providing software testing as an easily accessible and available web service. According to Rojas et al. TaaS has benefits and is important for several reasons such as scalable test, on-demand test, cost reduction, and quality certification by the third parties (Rojas et al., 2016).
Chapter 3 Literature Review

3.1 Introduction

In this chapter, we present a review of related work that will be used in this comparative study. We provide an overview of existing related research in our research fields and reduced it because exclusion/inclusion criteria must be defined (Petersen et al., 2008). The analysis of the included studies identifies the research gap in cloud testing, allowing future research options to be identified.

The majority of the research proposes their solution using the Android platforms. That might be due to the high flexibility of the Android platform and is the most popular platform. (Villanes et al., 2015). Moreover, some studies propose approaches and solutions that don't focus on one platform, in other words, the solution or approaches can be used in any mobile platform. While some research does not focus on their solution to any platform which means it is an open solution.

To the best of our knowledge, there is only one comparative systematic study between cloud-based testing frameworks that motivated a comparative study and identified gaps in the field of cloud-based testing research. Several studies were generated as a result of the initial search results. Following the application of the exclusion/inclusion criteria, a total of 24 studies were included in the comparative study. We proposed three groups of research: (1) mobile app testing methods; (2) cloud testing evaluation methods; and (3) cloud testing contribution facts.

This chapter, in particular, described cloud testing based on mobile applications, with a focus on a variety of fields such as functional testing, non-functional testing, and frameworks. It is also organized as follows. The analysis of search methods is presented in section 3.2. Section 3.3, on the other hand, divides the related work in cloud testing into three categories: mobile app testing methods, cloud evaluation methods, and cloud contribution facts. The final section 3.4 provides a summary of the main research gaps.
3.2 Search Method

In this section, we used a critical review to examine previous research, focus on steps to prepare and gather discussions of related work. In addition, we used criteria to include or exclude studies and then categorize acceptance studies into groups.

3.2.1 Method

The methodology search for this research is inspired by Peterson and Kitchenham's studies (Mujtaba et al., 2018). According to Petersen, at first, we define the objectives of the research, search conduct, screen paper, abstract reading, and then critical review. After critical review, we applied include and exclude criteria (Mujtaba et al., 2018). Finally, we're pooling the related papers together.

3.2.2 Source Databases

The present study targeted the three online databases that commonly used in publishing comparative studies which are:

- ACM Digital Library.
- IEEExplore.
- Google Scholar.
3.2.3 Search Strings:

In this study, we included studies directly related to cloud testing, the cloud testing framework, and cloud testing for mobile applications. The search strategy adopted in this research to construct the search string is suggested by the study of (Kitchenham et al., 2007):

- We are using logical operators like OR, and and. We use and operator to restrict our search to essential terms. We're also using an OR operator to expand our search.
- We are looking for synonymous spelling.

In our research, several attempts were made to analyze the perfect search string. On the other hand, our challenge was in fact that cloud testing is a new research topic. The keywords included in the search string were essentially inspired by our suggested research questions. The “cloud testing framework for mobile applications” was the main search string. We also used synonyms for applications watch are apps and in some times each one refers to different studies.

Finally, the search approach referred to in (Feldrer et al., 2018) is as followed:

- Forwarded snowballing: get the studies that are cited in the selected studies.
- Backward snowballing: get the studies from the reference list of each selected study through careful monitoring.

3.2.4 Inclusion, Exclusion Criteria and selection process

To select appropriate studies, we need a clear definition of the exclusion criteria, the inclusion criteria, and the selection process. Criteria for inclusion are selected from all research papers that provide evidence of cloud testing. However, studies that fall into any of the following have been excluded:

1. Papers have not been written in English.
2. Papers that were published before 2015.
3. Studies that do not focus on cloud testing.
4. Short papers that are less than five pages long.

The phase selection of research studies was iterative and incremental. For filter studies that have been included in our research, each study will be carried out through three different filtration steps as shown in Figure 4. The first step was to apply a search string to the relevant studies. Subsequently, in the second step, we filtered papers based on their title and abstract and then excluded papers that were not related to cloud testing. In the last step, we applied selection criteria by reading the introduction, methodology, and conclusion, and then excluding papers that were not relevant to our research.

After applying the exclusion, including criteria, 24 studies were selected and then categorized into three groups, as shown in Table 1.
Table 1 Included studies of related work.

<table>
<thead>
<tr>
<th>Name of group</th>
<th>Related Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile apps testing method</strong></td>
<td>Tao et al.,2015</td>
</tr>
<tr>
<td></td>
<td>Zhang et al.,2015</td>
</tr>
<tr>
<td></td>
<td>Ali et al.,2018</td>
</tr>
<tr>
<td></td>
<td>Liu et al.,2017</td>
</tr>
<tr>
<td></td>
<td>Ahmad et al.,2018</td>
</tr>
<tr>
<td></td>
<td>Lanui et al.,2019</td>
</tr>
<tr>
<td></td>
<td>Nurul et al.,2019</td>
</tr>
<tr>
<td><strong>Evaluation Methods testing in the cloud</strong></td>
<td>Ya’u et al.,2019</td>
</tr>
<tr>
<td></td>
<td>Bertolino et al.,2019</td>
</tr>
<tr>
<td></td>
<td>Riungu-Kalliosaari et al.,2019</td>
</tr>
<tr>
<td></td>
<td>Ahmad et al.,2017</td>
</tr>
<tr>
<td></td>
<td>Qusef et al.,2019</td>
</tr>
<tr>
<td></td>
<td>Tao et al.,2016</td>
</tr>
<tr>
<td></td>
<td>Temkar et al.,2015</td>
</tr>
<tr>
<td><strong>Contribution Facts for testing in the cloud</strong></td>
<td>Gao et al.,2015</td>
</tr>
<tr>
<td></td>
<td>Rojas et al.,2016</td>
</tr>
<tr>
<td></td>
<td>Liu et al.,2015</td>
</tr>
<tr>
<td></td>
<td>Al-Ghuwairi et al.,2016</td>
</tr>
<tr>
<td></td>
<td>Bertolino et al., 2018</td>
</tr>
<tr>
<td></td>
<td>Tao et al., 2017</td>
</tr>
<tr>
<td></td>
<td>Chen et al., 2020</td>
</tr>
<tr>
<td></td>
<td>Chawla et al., 2019</td>
</tr>
<tr>
<td></td>
<td>Lo et al., 2015</td>
</tr>
<tr>
<td></td>
<td>Villanes et al.,2015</td>
</tr>
</tbody>
</table>
3.3 Related Work

3.3.1 Mobile apps testing method

Various approaches and techniques can be used to test mobile apps. In this group, the types of cloud-based mobile application testing are identified as part of primary studies. Seven studies have been described in this section, and articles in this group have proposed mobile app testing methods in the cloud. Some parts of the research introduced functional testing (Zhang et al., 2015) and the others introduced non-functional testing, security (Nurul et al., 2019), scalability (Ahmad et al., 2018), compatibility, and portability (Lanui et al., 2019).

The superB methodology is a new methodology that covers functional and non-functional aspects of testing techniques (Nurul et al., 2019). This new methodology deals with user acceptance, security, business requirements, and performance of cloud testing. Also, it is presenting in-depth the testing requirement in cloud testing, such as functional testing, non-functional testing, and ability testing techniques. To achieve security testing, they adopted Metasploit, which is a testing tool that offers security scanning in the test environment (Tao et al., 2015). In addition, they resolved the challenges that they faced when using traditional testing methods by cloud-based automated security testing.

The cloud testing platform (CTP) is a platform that is used to reduce the cost and time needed for Android multimedia app compatibility testing (Liu et al., 2017). Also, it allows users to test the Android multimedia application, which can be tested automatically by choosing a different scalable number of devices. Therefore, it supports various types of testing tools to assure compatibility with Android multimedia applications such as GUI testing (Ali et al., 2018), Crash testing, stress testing, etc. Furthermore, the system can provide screenshots, video, and performance data that help to make easy identification of defects in the application. Another study evaluated the cloud testing model for Android applications to solve the Android fragmentation
issues and helps Android developers and testers to meet quality characteristics especially compatibility and portability characteristics (Lanui et al., 2019).

To improve resource utilization and reduce the time (Ali et al., 2018), they used TaaS-based GUI testing for mobile applications described in CTP (Liu et al., 2017). This system guarantees the automatic generation of the test cases with higher coverage compared with other techniques. Also, cloud resource load balancing is achieved through resource allocation and scheduler modules. In addition, the functional test solution was used for Android native applications based on the TaaS platform (Zhang et al., 2015). In cloud testing, the test script was generated automatically based on a functional crossover. Also, the user is allowed to customize the test environment by configuring device context parameters such as language, location, and so on.

Two cloud-based software scalability metrics were performed through experimental analysis and run on the Amazon AWS cloud platform (Ahmad et al., 2018). One metric addresses the quality of the service's scalability and the other volume of the service's scalability. In addition, these metrics can be used on their own in the utility-oriented metrics of cloud-based service scalability. They have shown that technical scalability metrics can be used to design and perform scalability testing of cloud-based software systems.

Some studies evaluated their solution through experiments, or case studies, or interview testers. The first evaluation was carried out through an experiment by using two test cases and 100 mobile applications with different vulnerabilities (Tao et al., 2015). In the second study (Ali et al., 2018), they presented an experiment that showed the proposed system high performance of the test due to the simultaneous execution of the test cases on several virtual nodes. Other evaluations, the results of a case study were evaluated for four different applications and showed that CTP can be effective, including reducing time and cost. They conclude that the CTP only supports multimedia apps that can be tested by using the supporting tools of CTP (Liu et al., 2017). A final evaluation was conducted through an interview with 10 testers to compare the proposed system with other systems such as AppACTS. This evaluation study found that cloud testing has the possibility of managing challenging compatibility and probability on the Android platform (Lanui et al., 2019).
Finally, some gaps and limitations have been identified, which will be addressed in future works, and the authors themselves mentioned these gaps and limitations. The solution only focused on the Android mobile application, so that the study was extended to other OSs to validate security for mobile applications and required more reliable testing tools (Tao et al., 2015) (Zhang et al., 2015) (Ali et al., 2018). However, superB is presented to explore all phases of the cloud testing life cycle. The solution was not proposed only on the Android platform same as (Zhang et al., 2015), but it proposed it in general, which means that it can be applied to different platforms. (Nurul et al., 2019) Also, the CTP solution only focused on the Android platforms, so they need to experiment with other platforms to validate it (Liu et al., 2017). The scalability metric solution has only used (Amazon AWS) cloud platform and only one cloud based software service to demonstrate the scalability metrics (Ahmad et al., 2018). When solved the fragmentation problem by the Android platform, it wasn’t compatible with the Android version 3.0 and below and doesn't provide a screen capture feature, there was no application screenshot provided in the test report would cause more effort and time for the testers to verify and analyze the result (Lanui et al., 2019).

3.3.2 Evaluation Methods testing in the cloud

Previous studies examined cloud testing indifference of ways; some conducted empirical research on cloud testing in practice, while others examined cloud testing opportunities and challenges. This section will go over seven previous studies. The majority of the studies described in this section used empiric or systematic studies to evaluate cloud testing, and some of them described the challenges of cloud testing and compared it to traditional testing. Finally, all researchers discovered that cloud testing research is still in its early stages and requires additional attention from researchers.

Cloud-based mobile Tass offers great advantages such as offering large scale in mobile testing anywhere and any time providing elastic scalable test mobile automation; reducing costs by sharing mobile resources. The comparison between the conventional testing and cloud testing
infrastructure has shown that the cloud testing base mobile focuses on typical features such as scalability (Tao et al., 2016). The benefits of cloud testing that helps to reduce testing costs, decrease the testing time, and extensibility by using the service model test as a service (TaaS). TaaS infrastructure is a new service model in which the cloud service provider performs the testing activities for a given mobile app. TaaS provides the following service, such as real device; emulator; automated testing tool (Temkar et al., 2015). Cloud testing helps with flexibility, collaboration, and scalability in more appropriate testing approaches. In general, testing in the cloud is the most effective solution when studied and implemented well and helps companies to apply testing practices and take efficient solutions when using cloud-based systems (Qusef et al., 2019).

Through empirical research to develop a classification scheme, the research used 69 primary studies as found in 75 research publications and focused only on how to evaluate proposed cloud testing techniques and what is the application domain. The result showed that most of the studies present only preliminary results and often describe an example of cloud-based software testing methods or a simple application experiment to evaluate the proposed approach. However, some of the studies used a unique experiment to evaluate their proposed solution and needed more experiments to validate it (Ahmad et al., 2017).

When analyzing responses by qualitative reports through 35 interviews with a tester from 20 organizations, they found that there is a growing interest in opportunities offered by cloud testing tools. Hence, the result has shown that cloud computing has the potential to provide the organization with suitable resources supporting different needs. Also, it helps practitioners and researchers to understand how cloud resources can be used to perform positive outcomes. However, some test problems have also been identified that are still unsolved, such as cloud testing, which expands both the automated and manual test offerings but does not provide a generic test automation environment to meet testing needs. (Riungu-Kalliosaari et al., 2019). This study depended on quality report evaluation research through interviews and did not depend on previous studies as well (Ahmad et al., 2017).
The main challenges needed a potential link between the software testing research and progress in cloud computing to facilitate resource management, as well as research related to cloud testing is in continuous evolution, especially in the mobile application. However, performance indicators have been identified as the main objective for cloud testing such as latency, response time, and execution time (Bertolino et al., 2019). In a systematic mapping study on cloud based mobile applications testing, 23 studies were collected from different search phrases, and the area of research on cloud-based mobile application testing was still new. Most of the studies focused on Android applications and neglected other mobile application platforms such as IOS and Blackberry. They, therefore, found that there was a lack of approaches that offered a solution for mobile applications that is not indicated on any specific platform. In the end, they also examined TaaS and found that 47.8% of the studies suggested that TaaS was the key to success in mobile testing, and 52.2% used different approaches than TaaS, so research is needed on the applicability of TaaS mobile devices (Ya'u et al., 2019).

Finally, the authors described the major gaps and limitations that cloud testing is still new and is a hot topic for research and needs more experiments to validate their solution. In addition, the research shows that there is a lack of approaches that offer solutions for mobile application testing that are not indicated on any specific platform (Ya'u et al., 2019).

3.3.3 Contribution Facts for testing in the cloud

Ten studies will be described in this section. Some studies proposed new contribution facts to develop cloud testing, such as the Framework and the Model and presented details of these contribution facts. Most of the frameworks were proposed in 2015 and some of them were only included in Android platforms and ignored any other platforms. We found ten studies describing frameworks that are well-structured and detailed, as well as two models that provide an abstract view of the subject and the problem.

The framework Automated Mobile Testing as a service (AM-TaaS) Figure 5 supports automated testing of mobile apps. It is primarily based on cloud technology and emulates mobile devices
using cloud infrastructure and virtual machines. AM-TaaS has been introduced to offer testing services to mobile devices because of a vast range of mobile devices with different platforms and their popularity. Also, this framework allows users to upload applications and then execute test scripts or can run default test cases that are implemented on the basis of the App Quality Alliance (AQuA) set criteria (Villanes et al., 2015). In another study, AM-TaaS was enhanced and the quality of mobile applications using cloud resources as a testing service improved. This framework (AM-TaaS) used an emulated device to reduce the complexity and costs of mobile testing. In other words, it focuses on the use of the emulated device rather than the acquisition of a real device due to the high cost of performing tests on several devices. It also allows compatibility and functional testing to be performed on several emulated devices (Rojas et al., 2016).

Mobile testing as a service (MTaaS) Figure 6 framework provides an infrastructure as a service (IaaS) for mobile testing. This framework supports mobile TaaS by providing instances such as mobile hubs, emulators, and server machines for testing applications. As a part of the analysis, the comparative study shows the advantage of the MTaaS framework and shows the effectiveness and feasibility. In addition, MTaaS is an effective framework for demanding large-scale mobile testing over the provision of services such as platforms and applications. Research, on the other hand, has limitations such as security issues and focuses only on the IaaS infrastructure (Tao et al., 2017).
Mobile Infrastructure as a Service (MIaaS) framework for MTaaS to establish a mobile infrastructure. The infrastructure environment has supported the provision, billing, and monitoring of mobile resources across different clouds. They also presented a case study for load balancing algorithms and a comparison between them. However, the results of the study included only the use of the Android mobile platform and neglected any discussion to fit other platforms (Gao et al., 2015).

ElasTset is the most comprehensive framework for testing and deployment of large systems. It has been validated through a quasi-experiment over real-world large-scale apps to propose a decision-making helper. The quasi-experiment showed that the ElasTset is still incomplete and needed to add new features, and the essential result for them was to know what was improvements were needed by the partners involved in the quasi-experiments. In the end, most of the suggestions for improvement and feedback were relative to those of the partners involved in quasi-experiments (Bertolino et al., 2018).
A framework cloud testing platform (CTP) with application testing is designed to enhance and improve utilization of the resources on a cloud testing platform. This framework can dynamically adjust the number of the device and VMs based on the workload of CTP and also the number of available devices. It supports load balancing across multiple devices on the same type that helps to improve the use of the device. However, to make the result more reliable more experiments are needed to test the various mobile application devices (Liu et al., 2015).

Cloud-based software test data generation service (CSTS) framework aimed at facilitating the unit testing of systems under test. This framework focused on quality of service parameters such as security, fault detection, and cost. The framework provides the user with the most valid Hadoop and cluster configuration for improved cost and time performance. The framework has been evaluated by the experiment and has shown that the framework is effective and is a comprehensive, cost-effective, and efficient automatic software test (Chawla et al., 2019). However, in order to increase the flexibility of test customization and test scenarios, we used the IaaS-based cloud service testing framework. They presented solutions for quality and testing for both fault diagnosis and bottleneck detection using offline testing and online management techniques. The results show that the proposed system can effectively specify the bottleneck or fault of the target system (Lo et al., 2015).

A multilayer cloud testing model can implement a hybrid TaaS system based on a virtual network and virtual machine. In order to support the creation of a test environment, the system integrates the SaaS and IaaS, and also it provides a management portal for easy management of test services and test resources. To evaluate this model by experiments in terms of VM performance, VM provision time, and virtual network performance and compare the experimental results with those from Alibaba Cloud and QingCloud platforms. The results showed that the VM and virtual network can satisfy testers' basic demands and can provide low cost and accelerate the testing process (Chen et al., 2020).

(Tao et al., 2017) presented different cloud testing frameworks for frameworks besides MTaaS. For example, Perfecto provides mobile cloud monitoring and also mobile automation testing in
different platforms such as iOS and Androids. TestDroid offers mobile testing service on-demand with thousands of real devices of iOS and Androids. Another well-known Testin is a cloud-based application auto testing service provider. Cloud Testing frameworks provide service testing in industries. Some testing frameworks such as Testin, Xamarin Test Cloud, WeTest from Tecent, MQC from Alibaba, and MTC from Baidu, focus on mobile testing. Also, it provides various mobile devices for testing the performance, function, compatibility, and security of mobile apps (Chen et al., 2020).

To evaluate the ability of TaaS a developing model approaches a mutation-based model are designed. The mutation-based model is designed to measure the quality, efficacy of TaaS and is helping to evaluate the effectiveness of TaaS based on the mutation score. The mutation score was used to implement it at the output of the TaaS process and the output of the mutation score was converted to criteria that could rank the ability of the cloud provider to perform TaaS. To measure the effectiveness of TaaS, it required the insertion of cloud brokers between the customer and the cloud provider. This study is different from the previous one because it evaluates the efficacy of TaaS based on mutation score (Al-Ghuwairi et al., 2016).

In the end, AMTaaS found through experiments, 100% of the emulated devices could be tested using test cases of their framework. However, the approach was only limited to Android applications (Villanes et al., 2015). In addition, there is a lack of research describing the frameworks for cloud testing, such as Perfecto, Xamarin, TestDroid, etc., and providing only general information about it.

### 3.4 Summary

We are presenting a review of the state-of-the-art knowledge of cloud testing in the area of mobile app development. The three groups mentioned above are (1) mobile app test method; (2) cloud test Evaluation methods; (3) cloud test contribution facts. Mobile application testing methods are
defined as functional and non-functional testing methods. The second group evaluates cloud-based testing methods by comparing the study with traditional testing and presents the challenges of cloud testing. The facts of the contribution in the last groups are models and frameworks and describe the benefits for each group.

Based on previous studies, with the growth of mobile apps and the existence of an unlimited number of mobile apps, there are issues surrounding the testing of mobile apps. Cloud testing has thus attracted the attention of developers, testers, and researchers. Cloud testing provides real devices for mobile apps that can be tested on different platforms, such as IOS, Android. Apps can be tested on different devices in parallel and, as well, testing can be carried out anywhere.

In all previous studies, we discussed limitations and gaps. Group one focused on the Android platform and described the mobile app test method on cloud testing. Group two has shown that cloud testing is still new and is a hot topic for research and needs more experiments to validate their solution. But group three presents only on some frameworks and neglected others. So the main gap in our research has been identified. Recently, there has been no comparative systematic study of cloud testing frameworks.
Chapter 4: Research Methodology

We describe our methodology in this chapter, which will use in a detailed method. Figure 7 depicts our research methodology. We began our research with a literature review and then chose two cloud mobile automation testing frameworks to evaluate. Following that, we chose the Android application to be tested during the comparison. Then, we looked into related work to determine our best comparison criteria. Following that, we carried out an experimental design and then wrote test cases for a chosen application. Finally, we examined the findings of our experimental study.
In section 4.1, we describe the procedures for selecting and comparing cloud testing frameworks based on mobile. We present detailed information about the procedure for selecting the application to test in section 4.2, and we present information about the process for identifying criteria in section 4.3. We present information about data collection in section 4.4, and we describe data analysis in section 4.5. Finally, we describe the experimental design in section 4.6.
4.1 Selecting Frameworks

To automate the testing of mobile apps, cloud testing frameworks are proposed. Several cloud testing frameworks allow the test engineer or developer to automate functional, integration, performance, and acceptance testing of mobile apps. To compare frameworks, we searched for the most popular open source frameworks on a variety of blogs, tutorials, and web pages. In addition, we chose Android as our target due to its market dominance. Finally, we choose an open-source framework that is appropriate for Android.

SoftwareTestingHelp [28] is a most popular testing website established in 2006, has tutorials on QA testing, development. The website states the most popular cloud testing frameworks in 2020:

- Perfecto Mobile (Android and iOS)
- Xamarin Test Cloud (Android and iOS)
- Remote TestKit (Android and iOS)
- pCloudy (Android)
- Scirocco (Android)

QA InfoTech [29] is a testing service organization established in 2003. The company listed the most popular cloud testing frameworks as :

- Xamarin Test Cloud
- Firebase Test Lab
- Kobiton
- Perfecto
About Application Development Trends (ADT) [30] is a website that provides the latest trends to help the organization to enhance efficiency, competitiveness, and productivity. ADT provides 7 Top Device Clouds for Mobile App Testing such as:

- Experitest
- Sauce Labs
- Perfecto
- Kobiton
- Xamarin Test Cloud
- Firebase Test Lab for Android
- AWS Device Farm

EDUCBA is a website that is a leading global provider of skills based education and provides Data Science Courses. In EDUCBA blog [32], they listed the 10 most popular cloud testing frameworks as follows:

- SOASTA Cloud Test
- LoadStorm
- BlazeMeter
- Xamarin Test Cloud
- Nessus
- App Thwack
- Jenkins Dev@Cloud
- Test Link
- Test collab
- Watir

As a result of our research and after seeing most of the blogs, we have discovered that Perfecto and Xamarin are the most widely used to test mobile apps on the cloud. Each of the four resources
that we have mentioned above chooses Xamarin as the best cloud testing framework, and three are mentioned to Perfecto. So, we have selected these two frameworks for our research.

4.2 Selecting Application

We chose the Android DroidWeight health application, as shown in Figure 8, to evaluate the cloud testing frameworks. Its objectives include tracking weight, height, and other parameters. It is a free app available from the Google Play Store [31].

![Figure 8 Droid Weight health application](image)

We chose our target as the Android application for this research for several reasons. At first, Android is open-source and allows research freedom. Also, the Android platform achieves the largest target share of the mobile device.
Finally, the DroidWeight health application was chosen because it is an open-source application that is also free to download to any device from the Google Play store. Moreover, the DroidWeight health application provides functionalities that allow us to test the capabilities of two frameworks. For example, as shown in Figure 8, it has three different screens for tracking, history, and statistics. In addition, the statistics screen includes a button that allows you to enter your weight and height to calculate your BMI. As a result, it is a better application for testing framework capabilities.

4.3 Identifying Criteria

To identify criteria that aid in the evaluation of cloud testing frameworks, we first looked into mobile testing checklists. In addition, we investigated the properties, behaviors, potential user actions, and requirements of the mobile apps that must be tested. We discovered about 30 criteria, some of which were related to integration, usability, and installation, as well as GUI testing. Furthermore, the criteria included providing general information about frameworks such as ease of use and test results reports. We defined four criteria in our research. The criteria for evaluating mobile cloud test frameworks that will be used in our research are shown in Table 2.

<table>
<thead>
<tr>
<th>C</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Ease of Learning</td>
</tr>
<tr>
<td>C2</td>
<td>Execution speed of scripts</td>
</tr>
<tr>
<td>C3</td>
<td>Test result report formats</td>
</tr>
<tr>
<td>C4</td>
<td>Retention rate</td>
</tr>
</tbody>
</table>

Table 2 Evaluation criteria for mobile cloud test frameworks
• Criteria 1 represents whether the frameworks can be learned easily in a small-time or take time to understand capabilities and features (Kaur et al., 2013).
• Criteria 2 represents execution response time to show which frameworks are faster (Kaur et al., 2011).
• Criteria 3 represents the abilities of frameworks to generate test reports to show whether the script has passed or failed when running the test case (Ali et al., 2018).
• Criteria 4 represents what you remember later on (Kaur et al., 2013).

4.4 Data Collection

This section will explain how we will collect our data. An experiment will be used to achieve our goals and compare cloud testing frameworks. Table 3 shows how each criterion was measured during the experiment.

<table>
<thead>
<tr>
<th>C</th>
<th>Criteria</th>
<th>Data Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Ease of Learning</td>
<td>Time</td>
</tr>
<tr>
<td>C2</td>
<td>Execution speed of scripts</td>
<td>Time</td>
</tr>
<tr>
<td>C3</td>
<td>Test result report formats</td>
<td>Is it generating reports? Format report.</td>
</tr>
<tr>
<td>C4</td>
<td>Retention rate</td>
<td>Time, All features easy remembers</td>
</tr>
</tbody>
</table>
4.5 Data Analysis

After we identified the criteria, we have evaluated the cloud testing framework concerning our set criteria. Before the experiment, we searched on paper, blogs, and tutorials for each criterion to determine whether frameworks meet it. After experimenting, we compared the result and then compared each framework to show which one is best.

Different criteria were chosen to compare selected frameworks. Each criterion is significant because it aids in the comparison of the various frameworks. These frameworks are compared to each other in order to answer the research questions. The chosen criteria are classified into three categories: usability experience, technical requirements, and performance capabilities.

The usability experience category will display how easy tools can be configured and used. It is an important category because it will help to understand and learn of it. The usability experience category along their definition are listed such as:

<table>
<thead>
<tr>
<th>Usability Experience Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of Learning</td>
</tr>
<tr>
<td>Retention rate</td>
</tr>
</tbody>
</table>

The second category is the Technical Requirement and will give a quick overview of the frameworks. The Technical Requirement are listed such as:
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Table 5 Technical Requirement Category

<table>
<thead>
<tr>
<th>Technical Requirement Category</th>
<th>This criterion will display the ability of the frameworks to show test result reports.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test result report</td>
<td></td>
</tr>
</tbody>
</table>

The third category is performance capabilities is listed below:

Table 6 Performance Capabilities Category

<table>
<thead>
<tr>
<th>Performance Capabilities Category</th>
<th>This criterion will determine the speed and time of testing.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution speed of scripts</td>
<td></td>
</tr>
</tbody>
</table>

We will compare two cloud testing frameworks in our research by creating test cases and identifying criteria.

4.6 Experiment Design

The Hypothesis should be specific in order to determine the experiment's design specifications. An experiment hypothesis will be discussed in this section, followed by the experiment procedure.

4.6.1 Experiment Hypothesis

We will compare two cloud testing frameworks in our research by creating test cases and identifying criteria. Hypothesis testing is also used to determine whether there is enough evidence in a sample data set to conclude that a specific statement is true or false. For hypothesis testing, there are two hypotheses. A null hypothesis is a statement stating that there is no difference between them. The other type of hypothesis is alternative hypotheses, which are states that want to prove it is true (Lazar et al., 2017).
The hypothesis can be generated based on the findings of the literature review to derive variables and conditions (Lazar et al., 2017). The research objectives drive the formulation of hypotheses, which are precisely stated in the following statements.

The following null hypotheses will be tested in this research:

- \( H_{01} \): There is no significant difference between the frameworks (Perfecto, Xamarin) according to usability experience.

- \( H_{02} \): There is no significant difference between the frameworks (Perfecto, Xamarin) according to Technical Requirement

- \( H_{03} \): There is no significant difference between the frameworks (Perfecto, Xamarin) according to Performance Capabilities.

- \( H_{04} \): There is no significant difference between the frameworks (Perfecto, Xamarin) according to fault detection.

The following Alternative hypotheses will be tested in this research:

- \( H_{11} \): There is a significant difference between the frameworks (Perfecto, Xamarin) according to usability experience.

- \( H_{12} \): There is a significant difference between the frameworks (Perfecto, Xamarin) according to Technical Requirement
• $H_{13}$: There is a significant difference between the frameworks (Perfecto, Xamarin) according to Performance Capabilities.

• $H_{14}$: There is a significant difference between the frameworks (Perfecto, Xamarin) according to fault detection.

Variables

Following the generation of accurate hypotheses, the variable can now be defined clearly to be accurately measured. The dependent variables are the measured outcomes, and the independent variable is the controlled conditions under which the framework is used.

Independent variables

This refers to change factors or causes on dependent variable values that are independent of a participant's behavior (Oehlert et al., 2010).

Independent variables is: Used Framework.

(Perfecto, Xamarin)

Dependent variables

It refers to the outcomes or effects of experimentation that are dependent on the status of the independent variables or the performance of participants, such as how easy the frameworks are to learn and understand (Oehlert et al., 2010).

variables is: Execution time, Ease to use.
## Group Design

The condition can be defined after identifying the independent variables and hypothesis. As a result, the conditions are Perfecto, Xamarin framework. The experiment in this research is a group experiment described in experiment research (Sheremeta et al., 2018) in which participants can be assigned to multiple conditions Table 7.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Group</th>
<th>Used framework</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Perfecto</td>
<td>Testing a mobile app using Perfecto framework.</td>
</tr>
<tr>
<td>2</td>
<td>Xamarin</td>
<td></td>
<td>Testing a mobile app using Xamarin framework.</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>Xamarin</td>
<td>Testing a mobile app using Xamarin framework.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Perfecto</td>
<td>Testing a mobile app using Perfecto framework.</td>
</tr>
</tbody>
</table>

### 4.6.2 Experiment Procedure

After identifying the research hypotheses and specifying their design, we should adequately prepare for the experiment to avoid obstacles and reduce risks, then the application stage can begin successfully. We selected an Android mobile application and two cloud testing frameworks to
compare it. With each framework, we have put in place the same procedure that has allowed us to compare two frameworks. The experiment procedure will be used for the following two frameworks:

- We begin by carefully designing tasks in order to make them as adequate and as brief as possible.
- We implement training material in the form of a short document, a five-minute video, and a test procedure.
- We choose and recruit participants with care, and then schedule the session.
- We begin the session by playing the prepared movie, and then monitor it to record spent times with a stop watch.
- We analyze the collected data using MS-Excel to report the results.
Chapter 5 Experiment Evaluation

The experimental evaluation of the framework comparison parameter will be covered in this chapter. The comparison of frameworks is based on three evaluation parameters: performance capabilities, technical requirement category, and usability experience category. The usability experience category is based on a closed-question questionnaire that was used to assess the usability of various frameworks. The closed question allowed participants to provide feedback on their usability experience. The performance and technical requirement categories contain information about the testing process for mobile apps.

5.1 Experiment

The planned experiment's goal is to compare two chosen frameworks using the criteria outlined in Chapter 4. In addition, the purpose of this experiment is to investigate the effects of various criteria on each framework. We used the open-source Droidweight Android app. In addition, a three-week experiment was conducted in which groups one and two implemented the first framework, followed by another framework and a specific exercise assigned to all participants on subsequent days. The majority of participants were subjected to an experiment during working hours, while others were subjected to an experiment outside of working hours. At the end of the experiment, a prepared questionnaire was introduced to question participants about which one was the best.

5.2 Usability Experience

According to José Antonio and Freddy Paz (Paz et al., 2016), usability testing can define as "the extent to which any product used by specified users to achieve specific objectives with effectiveness, efficiency, and satisfaction in a specific context of use." In order to evaluate the selected frameworks (Perfecto and Xamarin), a level for ease of learning and ease of use specific. Additional parameters, such as programming skills and user interface, are added.
5.2.1 Selection of Participants

A total of 6 participants were selected for the experiment to meet the criteria for usability testing. These participants work in different companies (Harri, Asal, and Foothill) and will all conduct the same experiments using two cloud testing frameworks. We divide the participants into two groups. Group one will conduct usability testing criteria using the Perfecto framework, then the Xamarin framework, while group two will conduct usability testing criteria using the Xamarin framework and then the Perfecto framework.

We carefully selected participants who were interested in testing mobile apps and who had not previously used the selected frameworks. Initially, 10 participants were selected for the experiment, but only 8 participants were accepted. Later, 2 informed us that they were busy and could not attend the experiments. In these 6 participants, 4 participants worked in mobile testing (Senior QA Engineer) and 2 participants had no experience in mobile testing (Junior QA Engineer), Table 8.

<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
<th>Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1</strong></td>
<td>Two senior QA Engineer</td>
<td>Senior 1 (4 years)</td>
</tr>
<tr>
<td></td>
<td>One Junior QA Engineer</td>
<td>Senior 2 (5 years)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Junior 1 (one year)</td>
</tr>
<tr>
<td><strong>Group 2</strong></td>
<td>Two senior QA Engineer</td>
<td>Senior 3 (5 years)</td>
</tr>
<tr>
<td></td>
<td>One Junior QA Engineer</td>
<td>Senior 4 (6 years)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Junior 2 (one year)</td>
</tr>
</tbody>
</table>
5.2.2 Scenarios based exercise

We have chosen the same exercise for all participants. The exercise is written in the English language and covers the functionality of the chosen framework. In fact, it is not easy to test all the functionality of the framework, but we have designed the exercise to achieve the objective of this comparative study.

The exercise was designed with the selected usability criteria in mind so that participants could answer the questionnaires and then we could answer the research questions. We first learned both frameworks before creating the scenario. In addition, in order to write a good exercise, we look at previous comparative studies about testing mobile apps (Paz et al., 2016). After writing it, we run it through both frameworks to see if anything is missing.

5.2.3 Test Location

The experiment will be carried out on laptops for the participants (Dell CORE i5). The exercise was sent by email or Facebook to perform the test in their spare time. So, without interruption, they can conduct the test. We conducted this experiment in the participant's workplace, where the internet speed was consistent. After the participants had finished the test, they replied to the questionnaire.

5.2.4 Usability Test Equipment and Material

To control the experiment, we've provided each participant with a video. In the video, we're recorded how each framework works. Upon completion of the test, we sent questionnaires to each participant individually using the Google Form.
5.2.5 Experiment Information

Before they started the experiment, we explained the purpose of assessing the usability of the software testing framework (Perfecto and Xarmin). When participants completed the test exercise, they answered the questionnaire by selecting the rating scale for each question.

5.2.6 Questionnaire for Usability Evaluation (Ease of learn)

A questionnaire will be conducted on the basis of closed questionnaires to evaluate the usability category. An exercise has been designed to reflect the usability of the frameworks selected. The objective of the questionnaire is to provide feedback on the selected frameworks for assessing the effectiveness of each framework. The questionnaire is prepared based on the "Post-Study System Usability Questionnaire (PSSUQ)" (Lewis et al., 1995). The User Agreement for usability is based on the efficiency, user interface, learning ease, and ease of use usability agreement.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Number of Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td>5</td>
</tr>
<tr>
<td>Sufficiency of learning material</td>
<td>2</td>
</tr>
<tr>
<td>Result</td>
<td></td>
</tr>
<tr>
<td>Programming Skills</td>
<td>1</td>
</tr>
<tr>
<td>Fault Detection</td>
<td>1</td>
</tr>
<tr>
<td>Totals</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 9 Set of Question
Questionnaire analyzed using a Likert rating scale with five options, as shown in Figure 9. Following the completion of the experiment over each framework, data collected from six participants. The result will be analyzed and discussed in the next chapter.

<table>
<thead>
<tr>
<th>Point of scale</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement</td>
<td>Strongly disagree</td>
<td>disagree</td>
<td>undecided</td>
<td>agree</td>
<td>Strongly agree</td>
</tr>
</tbody>
</table>

*Figure 9 Likert Rating Scale*

5.2.7 Retention Rate Evaluation

We meet with participants after a week to review the same two chosen frameworks and determine which one is easier to remember. The first group examines the Perfecto framework first, followed by Xamarin, while the second examines the Xamarin framework first, followed by Perfecto. Furthermore, each person performs the same exercise without assistance.

5.3 Technical Requirements

The category of Technical Requirements is to determine if the frameworks are feasible, and we will evaluate the test result report for each framework. It is important to show the execution of the result after running the test to show the failed or passed while running the test (Kaur et al., 2011). The technical requirements are useful for QA engineers or researchers looking for the best cloud testing framework. After test execution, it is critical to obtain a result in order to perform effective analysis and demonstrate whether the test scripts failed or passed while running a test.

A test result report can be evaluated in two ways. First, we will add questions to questionnaires and also ask participants questions about the final testing report to see if it is good and what details are missing, and then we will analyze the results. The second approach is to read other comparative studies on testing reports before analyzing framework reports.
5.4 Performance testing

The aim of the framework assessment is to gather the information that may be useful for performance testing in order to meet specific needs. Maximum execution time must be included in the definition of the framework performance category. The criteria chosen for this research are the speed of execution of the scripts which is to determine the time of testing.

*Speed of Execution: Evaluate the total run test time of each user.*

When comparing the performance of various frameworks, it is critical to look at how quickly the scripts are executed. The execution speed is calculated in terms of the average test run time of the number of transactions, and the fastest one is then evaluated.

To determine the execution speed of each framework, the following step will be used:

1. We will visit the Perfecto and Xamarin frameworks websites.
2. We will select the same phone.
3. We will install the Android app.
4. We will test a mobile app.
5. We will execute test in the cloud
6. We will analyze the result.
7. We will fix the detects if we find them.
8. We evaluate the total time by using record and playback video.
Chapter 6 Result and Discussions

We discuss and analyze the results in depth in this chapter in light of the evaluation in Chapter 5. Graphs are used to discuss all of the observations made during an experiment or survey that resulted in answers to research questions. Furthermore, validity threats are investigated to describe the actions that help to mitigate negative consequences.

6.1 Usability experience result

The development of usability testing parameters is critical in determining which framework to use. This section will discuss the questioner's result.

6.1.1 Questioner result

Since the questionnaire follow-up did not include any complicated questions that needed statistical to be analyzed, the answers were transferred to Microsoft Excel, and mean and standard deviations were calculated.

The t-test was chosen to analyze our data because it is applicable when there are two data sets. To determine the difference between the two frameworks, we used the t-test. Microsoft Excel has a function that calculates t-values for any data set. Figure 10 depicts the function that was used.
Following the selection of the data analysis, we chose the t-test: "Two-Sample Assuming Unequal Variance." This tool allows you to select a cell range, as shown in Figure 11.

When the t-test is evaluated, the result is shown in Figure 12. As shown, the result includes the following information: mean, variance, t-test(t State) value, and degree of freedom.
Ease of use Result

It is very important to calculate which framework is ease to use, as below question, we can show all question on Appendix:

Q2: I'm satisfied with how easy it is to test the mobile app using this framework.

Table 10 Mean and SD for question two

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>t-Test: Two-Sample Assuming Unequal Variances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Perfecto</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Xamarin</td>
</tr>
<tr>
<td>Perfecto</td>
<td>3.6</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Xamarin</td>
<td>2.3</td>
<td>0.745</td>
<td></td>
</tr>
</tbody>
</table>

Figure 12 Example for t-test
As shown in table 10, the results of the two-tailed unpaired t-test for question two confirm that (p-value = 0.017 < 0.05) that means the question has significant differences between the frameworks.

**Q3:** I could effectively complete the tasks and scenarios using this framework.

### Table 11 Mean and SD for question three

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>3.3</td>
<td>0.75</td>
</tr>
<tr>
<td>Xamarin</td>
<td>3.16</td>
<td>0.0.37</td>
</tr>
</tbody>
</table>

### t-Test: Two-Sample Assuming Unequal Variances

<table>
<thead>
<tr>
<th></th>
<th>Perfecto</th>
<th>Xamarin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.333333333</td>
<td>3.166666667</td>
</tr>
<tr>
<td>Variance</td>
<td>0.666666667</td>
<td>0.166666667</td>
</tr>
<tr>
<td>Observations</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Hypothesized df</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>t Stat</td>
<td>0.447213595</td>
<td></td>
</tr>
<tr>
<td>t Critical one-t</td>
<td>1.894578605</td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) one-t</td>
<td>0.33411552</td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) two-t</td>
<td>0.66823104</td>
<td></td>
</tr>
<tr>
<td>t Critical two-t</td>
<td>2.364624252</td>
<td></td>
</tr>
</tbody>
</table>

**Q6:** I found the interface of framework user friendly.

### Table 12 Mean and SD for question six

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>4.2</td>
<td>0.37</td>
</tr>
<tr>
<td>Xamarin</td>
<td>2.3</td>
<td>0.47</td>
</tr>
</tbody>
</table>

### t-Test: Two-Sample Assuming Unequal Variances

<table>
<thead>
<tr>
<th></th>
<th>Perfecto</th>
<th>Xamarin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4.1666667</td>
<td>2.3333333</td>
</tr>
<tr>
<td>Variance</td>
<td>0.1666667</td>
<td>0.2666667</td>
</tr>
<tr>
<td>Observations</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Hypothesized Mean Difference</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>t Stat</td>
<td>6.8219104</td>
<td></td>
</tr>
<tr>
<td>t Critical one-t</td>
<td>1.8311293</td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) one-t</td>
<td>3.8564E-05</td>
<td></td>
</tr>
<tr>
<td>t Critical two-t</td>
<td>7.7128E-05</td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) two-t</td>
<td>2.26215716</td>
<td></td>
</tr>
</tbody>
</table>
**Q9: I felt comfortable using this framework**

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>3.6</td>
<td>0.75</td>
</tr>
<tr>
<td>Xamarin</td>
<td>2.3</td>
<td>0.47</td>
</tr>
</tbody>
</table>

**Table 13 Mean and SD for question eight**

<table>
<thead>
<tr>
<th>t-Test: Two-Sample Assuming Unequal Variances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framework</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Hypothesized df</td>
</tr>
<tr>
<td>t Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) one-t</td>
</tr>
<tr>
<td>t Critical one</td>
</tr>
<tr>
<td>P(T&lt;=t) two-t</td>
</tr>
<tr>
<td>t Critical two</td>
</tr>
</tbody>
</table>

**Q10: It was easy to learn to use this framework.**

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>3.6</td>
<td>0.75</td>
</tr>
<tr>
<td>Xamarin</td>
<td>2.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Table 14 Mean and SD for question nine**

<table>
<thead>
<tr>
<th>t-Test: Two-Sample Assuming Unequal Variances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framework</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Hypothesized df</td>
</tr>
<tr>
<td>t Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) one-t</td>
</tr>
<tr>
<td>t Critical one</td>
</tr>
<tr>
<td>P(T&lt;=t) two-t</td>
</tr>
<tr>
<td>t Critical two</td>
</tr>
</tbody>
</table>
Figure 13 Perfecto Ease of use
As illustrated in Figures 13 and 14 (y axis represents Likert scale as Figure 9), the Perfecto framework produces more "agree" responses than the Xamarin framework. As a result, the response indicates that the Perfecto framework is simple to understand. Furthermore, as shown in previous tables, the majority of questions have p-values less than 0.05, indicating that the two frameworks have a significant difference in terms of ease of learning.

Sufficiency of learning material

**Q1:** The information (such as on-line help, on-screen messages and other documentation) provided with this framework was clear.

*Table 15 Mean and SD for question one*
Cloud Testing Frameworks for Mobile Apps: A Comparative Study

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>3.8</td>
<td>0.89</td>
</tr>
<tr>
<td>Xamarin</td>
<td>3.3</td>
<td>0.745</td>
</tr>
</tbody>
</table>

\[
\begin{array}{|l|c|c|}
\hline
\text{Framework} & \text{Mean} & \text{Standard Deviation} \\
\text{Perfecto} & 3.8 & 0.89 \\
\text{Xamarin} & 3.3 & 0.745 \\
\hline
\end{array}
\]

\[
\begin{array}{|l|c|c|}
\hline
\text{Framework} & \text{Mean} & \text{Standard Deviation} \\
\text{Perfecto} & 3.16 & 0.89 \\
\text{Xamarin} & 3.8 & 0.68 \\
\hline
\end{array}
\]

Q7: The documentation provided for the framework was easy to understand.

Table 16 Mean and SD for question seven

\[
\begin{array}{|l|c|c|}
\hline
\text{Framework} & \text{Mean} & \text{Standard Deviation} \\
\text{Perfecto} & 3.833333333 & 3.333333333 \\
\text{Xamarin} & 3.8 & 0.68 \\
\hline
\end{array}
\]

\[
\begin{array}{|l|c|c|}
\hline
\text{Framework} & \text{Mean} & \text{Standard Deviation} \\
\text{Perfecto} & 3.16 & 0.89 \\
\text{Xamarin} & 3.8 & 0.68 \\
\hline
\end{array}
\]

\[
\begin{array}{|l|c|c|}
\hline
\text{Framework} & \text{Mean} & \text{Standard Deviation} \\
\text{Perfecto} & 3.16 & 0.89 \\
\text{Xamarin} & 3.8 & 0.68 \\
\hline
\end{array}
\]
As illustrated in Figures 15, the Perfecto framework produces more "agree" responses than the Xamarin framework. As a result, the response indicates that the Perfecto framework material is more helpful than the Xamarin framework. But in the t-test, the result shows both frameworks have useful material and no significance between them.

**Programming Skills**

**Q5: I need programming knowledge**

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>3.5</td>
<td>0.76</td>
</tr>
<tr>
<td>Xamarin</td>
<td>3.8</td>
<td>0.68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>t-Test: Two-Sample Assuming Unequal Variances</th>
<th>Perfecto</th>
<th>Xamarin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.5</td>
<td>3.8333</td>
</tr>
<tr>
<td>Variance</td>
<td>0.7</td>
<td>0.5666</td>
</tr>
<tr>
<td>Observations</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Hypothesized</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>df</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>t Stat</td>
<td>-0.7254</td>
<td>0.2424</td>
</tr>
<tr>
<td>P(T&lt;=t) one-tail</td>
<td>0.24239561</td>
<td>0.48479121</td>
</tr>
<tr>
<td>t Critical one-tail</td>
<td>1.81246112</td>
<td>2.22813885</td>
</tr>
<tr>
<td>P(T&lt;=t) two-tail</td>
<td>0.181246112</td>
<td>0.22813885</td>
</tr>
<tr>
<td>t Critical two-tail</td>
<td>2.22813885</td>
<td>2.22813885</td>
</tr>
</tbody>
</table>
As illustrated in Figures 16, the Perfecto and Xamarin framework produces "agree" responses more than other responses. As a result, the response indicates that both frameworks need programming skills to write scripts. And no significant difference between frameworks in terms of programming language.

We agreed with participants to hold a meeting after the first week of an experiment to assess retention rates and continue evaluating usability testing parameters. Without any assistance, all participants review two frameworks (Perfecto and Xamarin) to see which one is the easiest to remember. We divided participants into two groups, as previously stated: the first group reviewed the Perfecto framework before moving on to the Xamarin framework, and the second group reviewed the Xamarin framework before moving on to the Perfecto framework.

We interviewed participants after they had finished reviewing both frameworks to determine which one was the best. According to the results, four participants 67% (two in group one and two
in group two) agreed that Perfecto is easier to remember than Xamarin and also easier to understand when testing mobile apps as Figure 17. In contrast, two participants 33% stated that Xamarin and Perfecto are easy to remember and that both frameworks are a good choice for testing mobile apps on real devices in the future.

![Retention Rate for Perfecto and Xamarin](image)

**Figure 17 Retention Rate for Perfecto and Xamarin**

**RQ1: How cloud testing frameworks for mobile apps are compared in terms of Usability testing parameters?**

Perfecto outperforms Xamarin in terms of ease of learning and retention rate, according to previous results. However, there is no difference in terms of the sufficiency of learning material, and programming skills; both require programming skills and documentation is useful.

Finally, we can conclude that the Perfecto framework is superior to the Xamarin framework in terms of usability testing. As a result, the null hypothesis can be rejected, and both frameworks have significant differences.
Fault Detection Result

Q4: Whenever I made a mistake using the system, I could recover easily and quickly

Table 18 Mean and SD for question four

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>3.3</td>
<td>0.95</td>
</tr>
<tr>
<td>Xamarin</td>
<td>3</td>
<td>0.81</td>
</tr>
</tbody>
</table>

As shown in above Table 20, the two-tailed unpaired t-test result for the Perfecto vs. Xamarin framework is (p-value = 0.31 > 0.05). As a result, we conclude that the no significant difference hypothesis is valid. In other words, the framework is significantly different, so $H_{14}$ is rejected. In addition in Figure 18, we can see the most answer is agreed for if the system has mistaken, we can recover easily and quickly.
**RQ4**: How cloud testing frameworks for mobile apps are compared in terms of fault detection?

We compared both frameworks based on fault detection. As a result, the null hypothesis is accepted, while the alternative hypothesis is rejected.

### 6.2 Technical requirement result

Following the completion of the test scripts, it is critical to display the execution results in order to determine whether the test scripts failed or passed. We ask participants about test result reports in order to evaluate the technical requirement results.
Q8: After I finished the test, I found all the information on the report.

Table 19 Mean and SD for question eight

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfecto</td>
<td>4.16</td>
<td>0.4</td>
</tr>
<tr>
<td>Xamarin</td>
<td>4.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

As shown in the above Table 19, the two-tailed unpaired t-test result for the Perfecto vs. Xamarin framework is (p-value = 0.2 > 0.05). As a result, we conclude that the no significant difference hypothesis is valid. In other words, the framework is significantly different, so $H_{12}$ is rejected.

Also, in Figure 19, we can show that most of the result is agreed for both frameworks. Furthermore, we can see in Figure 19 that the majority of the results are agreed-on responses at both frameworks.
After the participants have completed the test and answered the questionnaires, I conduct an interview with them to inquire about the testing report and which one is superior. Perfecto is better than Xamarin, according to two participants, and the report is easier to understand. However, three participants stated that both frameworks have approximately good reports that are easy to understand. One participant, on the other hand, stated that Xamarin has a better report.

Now, I'll describe the comparison of the two frameworks based on the test results report. The Perfecto framework provides a test summary. As illustrated in Figure 20, these results are simple and straightforward. It depicts the test flow, which provides a summary of each step (time and parameter). Also, having all of your results in one place (a "single pane of glass") makes it much easier to return the result when you need it as illustrated in Figure 20. Finally, Perfecto shows you what went wrong in their test so you can fix bugs quickly.
The summary of Perfecto reports contains Figure 21:

- Execution time: end time, duration, date, and start time.
- The Header which contains a summary of Perfecto result for all test
- Number of all test

In the Xamarin framework, you can see a summary of all results as Figure 21, how many failed or successful tests there were, how much time they took and also other parameters as Figure 22. But it does not provide information about each test step as Perfecto does.

![Figure 22 All test in Xamarin Framework](image)

![Figure 23 Xamarin test report](image)
**RQ2:** How cloud testing frameworks for mobile apps are compared in terms of technical requirements?

We compared both frameworks based on test result reports to find the best answer to this research question. As demonstrated in the preceding description, both frameworks have a good report that is simple to understand. As a result, the null hypothesis is accepted, while the alternative hypothesis is rejected.

### 6.3 Performance capabilities result

The results of performance testing are taken into account in experiments on the selected application. This testing is necessary to obtain a performance comparison for each framework. We chose the Samsung Galaxy S9 Figure 24 for both frameworks before beginning the experiment to evaluate performance capabilities.
The execution speed calculated by the Perfecto cloud testing framework’s record and play was used to calculate the performance capabilities. The total time required to complete a test is defined as "start test run time plus end test run time." The illustration depicts the result of the Perfecto cloud testing framework. The results show the total time required to run the test Figure 25, Figure 26.
The Xamarin cloud testing framework's execution speed also calculated the total time required to run the test. Figure 27 shows the total, which is greater than the Perfecto framework. So, in our
case, the Perfecto cloud testing framework has arrived a little sooner than the Xamarin cloud testing framework.

![Figure 27 Xamarin cloud testing Time Execution](image)

To determine which framework produced the best results, I ran the test on another device, such as the Samsung Galaxy A21, for both frameworks (Perfecto and Xamarin). The end result is the same: Perfecto takes less time (5m) Figure 28 than Xamarin (6m) Figure 29.
RQ3: How cloud testing frameworks for mobile apps are compared in terms of performance capabilities?
To find the best answer to this research question, we compared both frameworks based on execution time speed. Perfecto cloud testing framework is rated higher in terms of performance because it requires less execution time speed. As a result, we discovered that the Perfecto cloud testing framework outperforms the Xamarin cloud testing framework.

Based on the above results, we can conclude that $H_{03}$ is rejected and $H_{13}$ is accepted. So that, there is a significant difference between the frameworks (Perfecto, Xamarin) according to Performance Capabilities.

6.4 Discussion

In this section, we will discuss the results which were presented in the previous section. Also, it presents the experience and insight of the researchers based on the results. Based on the literature review there is no study focused on comparing cloud testing frameworks except one study that focused on analyzing advantages and disadvantages for some cloud testing frameworks. However, this study is a comparison of the most commonly used cloud testing frameworks (Perfecto and Xamarin) based on a literature review to assist quality assurance engineers or researchers in selecting the best one.

Perfecto and Xamarin cloud testing frameworks each have their own internal process and architecture, which form the basis of a framework comparative study in terms of usability testing, performance testing, and technical requirements. Furthermore, each framework has advantages that make it superior to others, and quality assurance engineers choose which one is best for them based on criteria such as ease of learning, execution speed, cost, and so on. Finding frameworks that meet the context's requirements, on the other hand, is a challenge. For that, context's requirements such as "what technologies are we using, how much do we want to invest, what kind of testing tool do we need, and so on" must be carefully derived.
Perfecto and Xamarin both provide a free trial period for testing a web or mobile app on a real device, but Xamarin provides a longer free trial period than Perfecto. However, Xamarin pricing information is only provided by the software provider in order to be negotiated, whereas the Perfecto framework pricing information can be found on the internet. In addition, Xamarin provides over 2500 devices for the iOS and Android platforms, but Perfecto provides over 10000 different devices.

Perfecto cloud testing is a public cloud device service with network and test automation capabilities. The Xamarin framework is a multiplatform cloud testing framework. Test engineers can connect to hundreds of devices using Visual Studio or a web portal. Following that, the test engineer can select from a wider range of smartphone devices. The device screen then appears in the web browser, and the device is ready to use.

One of the key variables to measure usability testing by initial questionnaire after the experiment. The participants test mobile apps using both frameworks before answering the questionnaire. We divided the participants into two groups of three people each. Although one's first instinct would be to say that the first frameworks used by the participants are the best, this is not the case. The result shows the most participants answer that the Perfecto is better than Xamarin according to usability testing based on ease to learn and retention rate. When compared to the previous literature review, the Perfecto framework has a rating of 8.5, and Xamarin has a rating of 7.8, indicating that the previous result is correct.
Performance testing results, on the other hand, show that the perfecto framework executes faster than Xamarin, which took longer. We tried various devices with both frameworks, but the results showed that the Perfecto framework outperformed Xamarin. Perfecto may be a better choice for professional quality assurance engineers looking for better performance. But, when comparing two frameworks based on technical requirements, the results show no difference and both provide a good technical report that is easy to understand, helps to detect errors, and provides quick feedback.

We also check websites, books, and literature reviews to back up our findings. As shown in Figure 31, all reviews preferred Perfecto over Xamarin frameworks, with Perfecto receiving 4.4/5 stars from 63 reviews and Xamarin receiving 4.0/5 from 9 reviews [74] [75].
6.5 Threats to Validity

In this section, we will discuss experiment setting in order to account for significant factors that can affect the validity of results and to avoid errors that can reduce the reliability of the results. According to (Creswell et al., 2017), we will analyze four types of validity: external, internal, conclusion, and construct validity.

6.5.1 External validity

External validity is concerned with the generalization of results to others environments outside the scope of the research rather than the experiment itself (Feldt et al., 2010).
• The most dangerous external threat is the network infrastructure's unstable internet speed. To counteract this threat, we conducted this experiment in the participant's workplace, where the internet speed was consistent.
• There was a threat that the participants' and their experiences would have an impact on the outcomes. To mitigate this risk, we divided the participants into two groups based on their prior mobile testing experience and knowledge.

### 6.5.2 Internal validity

Internal validity is the investigation of how certain we can be that the treatment caused the outcome. Sometimes there are reasons that can cause a result that we can't control or measure (Feldt et al., 2010).

The following are the internal validity threats in this study:

• We had never used the selected frameworks before. To overcome this threat, we learned how to use each one through tutorials and online videos. The experiment began after we had finished learning.
• Quality assurance engineers and used laptops were chosen. Participants were carefully chosen to be familiar with testing mobile apps while also having diverse experiences. In addition, “Dell CORE i5” Lab PCs were selected to be quick and convenient for participants.

### 6.5.3 Conclusion validity

Conclusion validity is concerned with how certain the treatment used in an experiment is truly related to the actual outcome obtained (Feldt et al., 2010).

• The incorrect conclusion is an important conclusion threat. To counteract this threat, we chose participants who had experience testing mobile apps as well as strong Verification
and Validation knowledge. In addition, we compared the results of each participant to the results of the researcher.

6.5.4 construct validity

The motivation for construct validity is based on the relationship between the theory underlying the experiment and the interpretations. The interpreted outcome may differ from the effect being measured (Feldt et al., 2010).

- There was a threat that the chosen frameworks would fail to meet the experiment's criteria. To address this threat, various websites and literature were examined, and it was determined that the frameworks chosen could meet the criteria.
- The task may be misunderstood by participants. To eliminate this threat, we responded to all of their problems they faced, and the task was double-checked before being sent.
Chapter 7 Conclusion

The main research was that the comparison of most cloud testing frameworks is not thoroughly investigated due to a lack of research. Our research is based on a comparison of two cloud testing frameworks so, we will compare the two most popular cloud testing frameworks (Perfecto and Xamarin). To accomplish this, we conducted extensive research to identify the comparison criteria for frameworks.

The cloud testing frameworks Perfecto and Xamarin were compared in terms of usability, performance, and technical requirements. Xamarin tool offers a free trial period, but we paid to use the Perfecto framework. The usability parameter comparison consists of ease of learning and retention rate. Following the completion of the experiment, the frameworks were evaluated using a questionnaire, and the results revealed that Perfecto outperformed Xamarin in terms of ease of use and retention rate.

In terms of performance parameters, the most important factor is the execution time, and the results show that Perfecto is better than Xamarin frameworks and takes less time. However, when it comes to technical requirements, both frameworks provide the best technical testing report, which is simple to understand and follow the testing steps. The comparison can provide quality assurance engineers with an overview of the potential benefits of cloud testing frameworks and aid in the selection of the best frameworks.

In conclusion, we learned that the cloud testing framework is extremely useful when compared to other testing tools. Furthermore, selecting software frameworks is not easy; it took a lot of effort and time to understand the frameworks. In addition, there are numerous cloud testing frameworks available, making the selection process more difficult.
In my view, I will recommend the tool which is easy to learn how to use it. Hence, in comparison to the Perfecto and Xamarin framework, I will recommend the Perfecto cloud testing framework.
Chapter 8 Future Work

Even though the results presented in this research indicate that Perfecto may be a better choice than Xamarin, more research and experimentation in cloud testing frameworks may be required.

Future research may include additional frameworks and additional participants in order to elicit more responses and thus increase the significance of our findings. Despite the fact that this study only used one mobile app and yielded positive results, a longer study would have necessitated the inclusion of more than one application to test the frameworks.

Finally, we plan to add other platforms, such as iOS, and see if all platforms use the same quality characteristics through a tested mobile app. We also intend to improve the comparison criteria by adding new ones and updating existing ones as more information becomes available.
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Appendix

Task

Name of Framework: Perfecto framework

i. Open the Chrome Browser.
ii. Open the following URL: https://www.perfecto.io
iii. Register (add your email, password) and then check your email.
iv. If you have any problems, please watch the video again or contact me for assistance.
v. Now, you can start testing using real devices.

Test a mobile app (Droid weight Android mobile app) by following the instructions:

1. Select Android mobile platform.
2. Select Samsung Galaxy A21 (If you need another device, please ask me).
3. After opening the device, download the Droid weight app from the play store.
4. Open the Droid weight app and register your name and weight.
5. Register new weight, save it, register other weight and save it.
6. Try to register different weights.
7. Click to calculate BMI.
8. Add your weight, height and then click calculate to show the result.
9. Click to report at the Droid weight app.
10. End Test.
11. Save result
Name of Framework: Xamarin framework

i. Open the Chrome Browser.
ii. Open the following URL: https://appcenter.ms/apps
iii. Select Sign IN (add your email, password) and then check your email.
iv. If you have any problems, please watch the video again or contact me for assistance.
v. Now, you can start testing using real devices.

Test a mobile app (Droid weight Android mobile app) by following the instructions:

1. Select Android mobile platform.
2. Select Samsung Galaxy A21 (If you need another device, please ask me).
3. After opening the device, download the Droid weight app from the play store.
4. Open the Droid weight app and register your name and weight.
5. Register new weight, save it, register other weight and save it.
6. Try to register different weights.
7. Click to calculate BMI.
8. Add your weight, height and then click calculate to show the result.
9. Click to report at the Droid weight app.
10. End Test.
11. Save result
Cloud Testing Frameworks for Mobile Apps: A Comparative Study

Questionnaire

The Questionnaire's purpose is to collect feedback on the frameworks (Perfecto and Xamarin) in order to evaluate each one.

Choose only number:

Table 20 Scaling Rate

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>Disagree</td>
<td>Undecided</td>
<td>Agree</td>
<td>Strongly Agree</td>
</tr>
</tbody>
</table>

Table 21 Questionnaire

<table>
<thead>
<tr>
<th>Question</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The information (such as on-line help, on-screen messages and other documentation) provided with this framework was clear.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I’m satisfied with how easy it is to test the mobile app using this framework.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I could effectively complete the tasks and scenarios using this framework.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Whenever I made a mistake using the system, I could recover easily and quickly.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I need programming knowledge”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I found the interface of framework user friendly.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“The documentation provided for the framework was easy to understand.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“After I finished test, I found all the information on the report.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I felt comfortable using this framework.”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
“It was easy to learn to use this framework.”

Perfecto and Xamarin Devices

![Perfecto Devices](image)

*Figure 32 Perfecto Devices*
<table>
<thead>
<tr>
<th>Device</th>
<th>OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung Galaxy S10e</td>
<td>Android 11</td>
</tr>
<tr>
<td>Samsung Galaxy S20 FE</td>
<td>Android 11</td>
</tr>
<tr>
<td>Samsung Galaxy S10 Lite</td>
<td>Android 11</td>
</tr>
<tr>
<td>Samsung Galaxy XCover Pro</td>
<td>Android 11</td>
</tr>
<tr>
<td>Samsung Galaxy A70</td>
<td>Android 11</td>
</tr>
<tr>
<td>Samsung Galaxy A51</td>
<td>Android 11</td>
</tr>
<tr>
<td>Samsung Galaxy A50</td>
<td>Android 11</td>
</tr>
</tbody>
</table>

*Figure 33 Xamarin Devices*
Code example for Perfecto and Xamarin Framework

```java
public void mobileTest() throws Exception {

    // Replace <cloud name> with your perfecto cloud name (e.g. testingCloud) or pass it as maven properties: -DcloudName= 
    String cloudName = "testingCloud";

    // Replace <security token> with your perfecto security token or pass it as maven properties: -DsecurityToken= 
    String securityToken = "eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJzdWIiOiJhZG1nIiwiYXVkIjoiZG9jaWQiLCJpc3MiOiJ6b3JkIiwibmFtZSI6IiIsImlhdCI6MTY5NTYwMTUwMiwibWF4IjoiZmFsc2UsInNsaWVudF9hdCI6IjIzNzEzMDc2ODM2MjMwMTg1NzY3IiwiaWQiOiJlZmFsc2UsImV4cCI6MjQ1MzAxMzQ1OTQxNzUwNjo0ODM4OTMifQ.TQr4HwYc7Vv09OOG16ckk5Pdv dope8 for
    //Mobile: Auto generate capabilities for device selection: https://developers.perfectomobile.com/display/PD/Sele
    String browserName = "mobileOS";
    DesiredCapabilities capabilities = new DesiredCapabilities("", "", Platform.ANY);
    capabilities.setCapability("platformName", "Android");
    capabilities.setCapability("platformVersion", "10");
    capabilities.setCapability("location", "NA-US-805");
    capabilities.setCapability("resolution", "720x1600");
    capabilities.setCapability("manufacturer", "Samsung");
    capabilities.setCapability("model", "Galaxy A21");

    try{
        driver = new RemoteWebDriver(new URL("https://" + "192.168.1.4:4445/wd/hub"), capabilities);
        driver.manage().timeouts().implicitlyWait(15, TimeUnit.SECONDS);
        driver.manage().timeouts().pageLoadTimeout(15, TimeUnit.SECONDS);
    }catch(SessionNotCreatedException e){
        throw new RuntimeException("Driver not created with capabilities: " + capabilities.toString());
    }

    reportiumClient = Utils.setReportiumClient(driver, reportiumClient); // Creates reportiumClient
    reportiumClient.testStart("Perfecto mobile web test", new TestContext("tag2", "tag3"); // Starts the reportium t
    reportiumClient.stepStart("browser navigate to perfecto"); // Starts a reportium step

    //Figure 34 Perfecto Code Example

```
public class AppInitializer {
    public static IApp StartApp(Platform platform) {
        // TODO: If the iOS or Android app being tested is included in the solution
        // then open the Unit Tests window, right click Test Apps, select Add App Project
        // and select the app projects that should be tested.
        //
        // The iOS project should have the Xamarin.TestCloud.Agent NuGet package
        // installed. To start the Test Cloud Agent the following code should be
        // added to the FinishedLaunching method of the AppDelegate:
        //
        // #if ENABLE_TEST_CLOUD
        // Xamarin.Calabash.Start();
        // #endif
        if (platform == Platform.Android) {
            return ConfigureApp.Android
                // TODO: Update this path to point to your Android app and uncomment the
                // code if the app is not included in the solution.
                .ApkFile("droid")
                .StartApp();
        }
        return ConfigureApp.iOS
            // TODO: Update this path to point to your iOS app and uncomment the
            // code if the app is not included in the solution.
            .AppBundle("/..//../iOS/Debug/XamarinForms.iOS.app")
            .StartApp();
    }
}

public void myTest() {
    reportiumClient.testStart("myTest",
        new TestContext.Builder()
            .withTestExecutionTags("Rubia", "Esawi")
            .withCustomFields(new CustomField("perfecto
                .vcs.filePath",
                "Java/main-
                sample/src/main/java/com/perfectomobile/appTest/MyTest.java")
            .build());
    ...
}

Figure 35 Xamarin Code Example

Figure 36 My test Perfecto Framework
Additional Details

Figure 37 Device Capabilities (Perfecto Framework)

Figure 38 My Device (Perfecto Framework)